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Abstract

This work aims to experiment with logical gates-based low-power voltage measurement circuits as a fea-
sible alternative for Energy Harvesting applications. The motivation for doing so is to evaluate this energy
measurement method in low-energy scenarios, in order to observe its accuracy and power consumption.
In this kind of application, the stored energy level is relevant because it is not abundant, so energy ef-
ficiency is essential in every step. Our conclusion is that the use of discrete circuits for the VCO model
presented by the Failure Sentinels work is unlikely to be fully implemented using the currently available
discrete components in the market, especially for lower voltage values.

Keywords: Energy Harvesting, energy measurement, VCO, ADC, Comparator
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Comparação de Técnicas para Medição de Tensão em cir-
cuitos VCO de baixo consumo

Resumo

O objetivo do projeto é realizar experimentos com o circuito medidor de tensão VCO baseado em portas
lógicas visando baixo consumo como uma alternativa viável para aplicações de ENergy Harvesting. A moti-
vação dessa comparação é avaliar esse método de medição de energia para aplicações de baixa potênciam
de modo a observar sua precisão e consumo. Nesse tipo de aplicação o nível de energia armazenada é
importante, vito que ela não é abundante, então a eficiência energética nos procedimentos é fundamental.
Nós concluímos que o uso de componentes discretos para utilização no modelo VCO apresentado no Fail-
ure Sentinels é altamente improvável de ser plenamente implementado com os componentes atualmente
disponíveis.

Palavras-chave: Colheita de Energia, Medição de energia, VCO, ADC, Comparador
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1 Introduction

The recent and rising growth of IoT devices used around the world [1] illustrated in Figure 1 leads to
several problems, particularly regarding energy availability. Focusing on embedded systems, the usual
first power supply solution is batteries. However, that requires many of those to supply all devices,
apart from replacing them when the batteries become discharged. This replacement problem also raises
environmental questions, such as battery manufacturing and discarding processes. Besides, if these IoT
devices are on remote sites, reaching them to replace their battery would also be a problem, increasing
the replacement cost, which tends to get more expensive [2].

Figure 1: Global IoT market forecast
Mohammad Hasam [1]

To avoid all previously listed problems, a possible strategy is Energy Harvesting (EH). The overall idea of
this concept is to use the energy in the environment to generate electrical energy through transducers,
which can be solar, radio frequency, thermoelectric [3], piezoelectric [4], or magnetic [5], as shown in
Figure 2. Although EH solves battery environmental and logistical issues, it also has its challenges, where
energy intermittency plays a significant role.

The intermittency happens due to the intermittent nature of the sources. For instance, this is an inherent
problem regarding solar energy harvesting since no solar light is available at night. Devices with that
power source would be in trouble working after twilight. Even when energy sources are not intermittent,
they can generate insufficient power, which needs to be stored until there is enough energy [6]. This issue
can occur in a radio frequency energy harvesting application, for example, in a site where the radiowaves
attenuation is significant enough to make them insufficient to provide the required power. In both cases,
energy storage is a possible solution, but how it is done depends on the case since energy harvesting is
explicitly developed for its applications.

These intermittent devices’ hardware usually includes a microcontroller (MCU) or even a CPU, sensors,
volatile and non-volatile memories, and radios for communication. Their software also runs intermittently,
executing when there is energy until it is over and then resuming execution when energy becomes available
again [6].

To keep the program running intermittently, it is necessary to keep tracking its execution. To do so, the
system has to save the program context before running out of power to restart it from that point when
the energy is back. A naive strategy to solve this problem is saving context for every MCU instruction or
program block, but this leads to spending energy to save contexts that will be overwritten. Therefore, a
more thoughtful strategy is to save the program context after the available energy is under a threshold
but to do so, it is required to measure the stored energy. Consequently, ADCs or voltage comparators
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Figure 2: Energy Harvesting sources
Analog Devices [7]

may be used to address this problem since it is easier to measure the energy.

Energy monitoring is an essential topic in Energy Harvesting, being a base of charge control interface
that monitors available energy and defines how to store it. This concept is based on the necessity of
determining how much energy is available to use and how to store it when it is not possible to harvest any
more energy. Since energy is not constantly available or abundant, it must be efficiently used to ensure
enough power to execute the device’s main tasks.

In this context, Failure Sentinels [8] was also developed to leverage the propagation delay response of
logical gates to voltage supply fluctuation predictability to measure available energy. Our work aims to
validate Failure Sentinels results and feasibility by replicating it in the original layout and using discrete
devices.
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2 Literature Review

The Energy Harvesting state-of-art demonstrates there are two primary contexts regarding this topic.
These contexts are the charge control interface and program execution control. The execution control
focuses are strategies for program execution and progress, which is the software perspective. The charge
control interface, on the other hand, is concerned with controlling the charging system, from energy-
storing methods to how monitoring the amount of energy available.

Regarding the energy perspective, the basic strategy is not storing energy. In that case, the device runs
just when harvesting energy is available, potentially generating several powerless gaps. Besides, if the
device does not totally use the harvested energy, it is wasted since it is not stored.

Another strategy is to use the harvested energy to recharge a battery, as used in the Singpost Platform [9],
where the energy from the solar panels is stored in the battery so the modules can be supplied in the
desired voltages, as shown in Figure 3.

Figure 3: Signpost architecture
Joshua Adkins et al. [9]

However, using batteries would not only reinstate all problems listed in Section 1 but also have some
limitations according to the applications, such as physical size, fire or explosion risk [8], or even not
working correctly in high humidity [10] or extreme temperature [11] environments.

It is possible to use capacitors to avoid using batteries but still store energy. For instance, Ikeda et
al. [12] proposed a battery-free soil-monitoring sensor powered by a thermoelectric generator (TEG)
for agriculture applications with two main capacitors: COUT , responsible for supplying the load required
current, and CSTORE, which actually stores energy for powering the system when there is no harvested
energy.

Another interesting example is a work in which the authors proposed an ”intermittently-powered energy
harvesting step counter for integrated wearable applications, which aims to remove the energy storage
element” (Rodriguez et al., 2017). Indeed, their implementation did not use an explicit energy storage
element, but the capacitor from the voltage rectifier indirectly plays that role so that it may seem more
like a capacitor-based system [13].

Finally, it is possible to use supercapacitors, similar to Qi et al. [14], who proposed a self-sustainable water
quality sensor powered by the magnesium oxidizing microorganisms (MOMs) present in the same water
using three supercapacitors in parallel to supply their sensor module with 1v stable from the 0.33v and
400µ harvested power.

Once the energy is stored, it may be used to supply the microcontroller. However, the MCU needs to be able
to deal with intermittency since energy harvesting is not continuous nor entirely predictable. Therefore,
during program execution, it is essential to know how much power the device has available to trigger an
action to store the memory states regarding the program execution (program context). We call taking a
snapshot this saves context action. When that device has enough power to resume program execution,
it uses this snapshot to recover its state and continue its tasks where it left off [6]. Since the energy
available is not abundant, the energy measuring process needs to consume the lowest power possible,
which is another reason to understand and compare the energy monitoring methods.
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After discussing the energy storing strategies, it is necessary to understand the four main methods of
monitoring that energy, accordingly to Energy Harvesting state-of-art. These methods are: using the
MCU internal ADC, using an external ADC, using the MCU internal comparator, or using an external com-
parator.

Ransford et al. designed Mementos [15] to convert regular programs into interruptible ones. For that
purpose, they implemented energy-measurement routines at control points in the code alongside a library
to support the required functions. In hardware terms, the system development focused on using the
MSP430F2132 microcontroller, which has an on-chip ADC, allowing the authors to use it.

Similarly, Jayakumar et al. designed ”an energy-aware memory mapping technique that maps different
program sections to the hybrid FRAM-SRAM microcontroller such that energy consumption is minimized
without sacrificing reliability” [16]. The eM-Map, as it was called, also used an MSP430-series MCU, more
specifically an MSP430FR5739, because it has a hybrid FRAM-SRAM memory but also provides the onboard
ADC to measure the supply voltage consuming less than 5µJ.

In Ruppel et al. Culpeo-R-ISR implementation, the ADC sampling power consumption went from 4.2% to
0.003% by changing from the MSP430 on-chip ADC to an external 8-bit converter [17].

Culpeo-µArch is the microarchitecture that measures the capacitor responsible for storing energy voltage
with an 8-bit ADC alongside a digital comparator to capture the minimum or maximum voltage, as illus-
trated by Figure 4. In that diagram, ”red arrows indicate inputs, solid arrows are analog signals, dashed
arrows are boolean and wide arrows are 8-bit buses” (Ruppel et al.,2022).

Figure 4: Culpeo-µArch
Ruppel et al. [17]

The internal ADC strategy uses the chip’s onboard ADC to measure available energy. Since it’s simple,
it is a usual solution. On the other hand, the external ADC strategy adds an ADC to the circuit since its
measurement demands less power, but it increases the circuit complexity.

Alternatively, Balsamo et al. [18] evaluated the consumption for executing the Fast Fourier Transform al-
gorithm of three arrays with 128 8-bit samples each. The experiment used the MSP430FR5739 microcon-
troller onboard ADC and comparator and measured 310 µW and 130 µW power consumption, respectively,
at mid-range from the maximum and minimum voltage of the algorithm.

Furthermore, Balsamo et al. [18] proposed Hibernus, an approach that saves a snapshot as soon supply
voltage is below the hibernation threshold voltage. Once hibernating, the device is only awakened after
surpassing the restoration threshold voltage. Figure 5 shows the described Hibernus operation accordingly
to an intermittent supply voltage level. However, both threshold levels are arbitrarily set, which demands
precise calibration to avoid wasting computation time.

In the following work, Balsamo et al. upgraded Hibernus, creating Hibernus++ [19], illustrated in Figure 6,
which self-calibrates its hibernation and restores threshold value. Another improvement was to replace the
MSP430FR onboard comparator with an external comparator, shown in Figure 7, reducing the comparative
power consumption by over an order of magnitude.

Finally, Williams et al. [8] designed Failure Sentinels to leverage digital logic gates’ predictable propagation
delay response to supply voltage fluctuations to measure available energy. In other words, it is a VCO
(Voltage Circuit Oscillator) formed by a RO (Ring Oscillator), which is a NOT digital gates chain. The main
idea is to measure the available energy through the oscillation frequency in RO using a counter, which
differs from the previously described methods.
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Figure 5: Hibernus
Balsamo et al. 2015 [18]

Figure 6: Hibernus++
Balsamo et al. 2016 [19]

Figure 7: Hibernus++ external comparator
Balsamo et al. 2016 [19]
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3 Methodology

Since Failure Sentinels is strictly different from the most known energy measuring strategies presented
in Chapter 2, we decided to evaluate its performance by testing a 7-staged Ring Oscillator for the 0.2 to
3.6 V voltage range to verify the actual topology power consumption. However, since this topology was
designed to be lithographically printed, it is not feasible to reproduce it with our resources. To overcome
this limitation, we used LTspice [20] as a reliable alternative to simulate and measure the characteristics
of the original circuit.

Discrete components give us insights into the circuit’s behavior and identified differences from the litho-
graphic implementation, since we have to match the circuit requirements with the available devices in the
market. This approach allows us to compare the results obtained with Failure sentinels simulation results,
even without lithographic printing capabilities.

Figure 8: Failure Sentinels block diagram
Williams et al. [8]

Figure 8 presents the Failure Sentinels block diagram, where there are three main blocks. The first one
is the Voltage Divider block, which provides a proportional lower voltage to the Ring Oscillator block from
the supply voltage. In the Ring Oscillator block, there are 5 NOT logical gates in the block’s core besides
a NAND gate, which counts as two stages in the ring, since there are two propagation delays in that
gate. It oscillates at a lower voltage from the divider because it generates lower switching noise jitter and
consumes less power.

a Original Layout

Before highlighting the circuits’ specific details, it is necessary to clarify the methodology responsible
for generating the results presented in the paper. Since the author aimed to evaluate how the length
would impact the Ring Oscillator sensibility, he implemented several programs to execute all steps, from
elaborating the circuit netlist to plotting the results. All programs mentioned here are available on the
author’s repository [21].

Figure 9 presents the Failure Sentinels program block diagram. Firstly, the Ring Oscillator program
generates the circuit netlist from components parameters, such as width, internal capacitances, and resis-
tances. This algorithm receives some parameters by Generate Netlist, which suggestively generates the
circuit netlist according to the ring oscillator size, supply and core voltages, and Monte Carlo method [22]
parameters given to Ring Oscillator.

After generating the netlist, Mt Runner executes LTSpice based on it, obtaining the results. Then, frequency
reads the file created by Mt Runner and calculates operation frequency, power, and voltage output amplitude
values, besides mean value, error, and standard deviation data for each measurement. The following step
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Figure 9: Failure Sentinels programs block diagram

is to use Auto Freq to provide the path to the file created on Mt Runner execution, which also demands the
creation of a .csv file containing all data outputs for each parameter given by Generate Netlist.

Once the user saves the Mt Runner data outputs file as a .csv file, Vfs List loads this file to create a voltage-
frequency relation according to it, which also must be saved by the user after inserting a column containing
the component’s width. Finally, Comparison Plotter loads this file and plots the frequency-voltage relations
and sensibility graphics.

It is noticeable that this is not the standard approach to electronic engineering problems. Therefore, it
was first necessary to replicate the original circuit, observing the electronic aspects that will further be
evaluated. With the Voltage Divider, Ring Oscillator, and Level Shifter blocks in mind from the diagram
presented in Figure 8, we analyzed the netlist created, and we concluded it is possible to subdivide the
Ring Oscillator in Enable Circuit and Ring Oscillator Core. These subcircuits enable the Ring Oscillator
operation and the proper Ring Oscillator.

Besides the blocks, there are three voltage sources named Vcore, Vsupply and Venable representing the MCU’s
minimum operation voltage, system’s supply voltage, and circuit enable signal from microcontroller, re-
spectively. As from the netlist and these modules identification, it was possible to design the circuit’s
schematics for a 7-stage RO presented in Figure 10.

After drawing the complete schematics, it is feasible to investigate each circuit block to understand them
fully. All blocks use different enhancement-type MOSFETs (Metal Oxide Semiconductor Field Effect Tran-
sistor) arrangements. This kind of device is also categorized accordingly to its manufacturing into NMOS
and PMOS. The p-type substrate n-channel MOSFET is named NMOS, and the n-type substrate p-channel
MOSFET is called PMOS [23].

MOSFET ideal operation occurs when a potential difference between gate and source induces a channel
in the substrate, where a current Id flows. Figure 11 illustrates that operation for an NMOS transistor
[23].

Finally, from an NMOS-PMOS junction, it is formed a CMOS (Complementary Metal-Oxide Semiconductor),
as shown in Figure 12. This topology is relevant because it operates as a digital logic inverter, where the
gate is the input and the drain the output, which explains why it was used in Failure Sentinels [23].

The first block to be discussed is the Voltage Divider, where the supply voltage Vsupply is divided by three,
and then it is provided to the Ring Oscillator block. This voltage downsizing was designed to reduce the
RO power consumption and the RO’s output signal ripple. In hardware terms, the Voltage Divider block
consists of three PMOS and one NMOS, connected as illustrated in Figure 13.

This module is activated when Enable is at 1.8 V, receiving this voltage from MCU, represented by VEnable

source. Regarding the output, Vdiv is the voltage sent to RO, which is given by Equation 1 since the 3
PMOSes have identical transconductance and output resistance values due to having the same parameters
[24].

Vdiv =
VSupply

3
(1)

The Enable sub-circuit activates the RO core by inputting the enable reference voltage to the NAND logic
gate, which is prevenient from VEnable source. The other NAND gate input is V0in , whose origin is the RO
feedback signal. The Voltage Divider block also supplies voltage to this sub-circuit. That NAND logic gate
is also implemented with CMOS, as shown in Figure 14.
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Figure 10: 7-staged RO Complete Schematics

Failure Sentinels implemented the NAND gate in two stages. First, the authors implement the NOT logical
gate with the CMOS created by combining the PMOS M19 and NMOS M22 presented in Figure 14. Then,
the CMOS composed by PMOS M21 and NMOS M23, also shown in the same image, implements the AND
stage, which outputs V0out and connects to the RO core. Since there are two steps in this NAND gate
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Figure 11: Enhancement-type NMOS transistor
Sedra et al. [23] Figure 12: CMOS topology

Figure 13: Failure Sentinels Voltage Divider block

implementation, it counts as two of the seven RO stages once the enabled circuit is a Ring Oscillator block
subcircuit.

The RO core subcircuit shown in Figure 15 converts most of the input voltage into frequency. As previously
said, the Voltage Divider block supplies this subcircuit, and the Enable subcircuit activates the RO by closing
the ring in V0in , also presented in Figure 15. Failure Sentinels also designed resistive and capacitive com-
ponents in interconnections between CMOSes to simulate parasite resistance and local interconnections
estimates to these components’ technology.

The Level Shifter module shown in Figure 16 generates a 1.8 V pulse, the most minor MCU reference
voltage used by Failure Sentinels, and consists of a CMOS pair that receives the V0out and Vconnect0 voltages
from the RO block. These voltage values allow measuring the propagation delay in a CMOS gate or, in
other words, a RO stage. However, hence the oscillation voltage is only the Vsupply third part, as given
by Equation 1, and the supply voltage varies from 0.2v to 3.6v. It is mandatory to amplify the oscillation
voltage to minimize the frequencies jitter as possible. Unlike the other modules, the Level Shifter block
supply is Vcore, provided from MCU as a 1.8v voltage. Finally, its output is the shifterout 1.8v signal whose
frequency is defined as the propagation delay observed from the RO block.
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Figure 14: Failure Sentinels Enable Circuit

b Discrete Layout

Once we fully understood the original layout, we could finally discretize the design to make its manufac-
turing feasible for most researchers. Initially, we looked for CMOS chips, preferentially allowing access to
MOSFETs substrate, known as enhancement-type. That is a required feature because the original design
also used this property, especially with the NAND gate, where there is a connection between an NMOS
substrate and a different source terminal.

The first chip found with that characteristics was CD4007UB [25] that is a Texas Instruments CMOS dual
complementary pair plus inverter with the functional diagram shown in Figure 17. However, its datasheet
pointed out some performance issues that must be mentioned. First, the device’s minimum supply voltage
is 3v, but the required potential difference to operating as a RO is 3.3 V since input and output protection
circuit losses exist.

It is also pertinent that the circuit uses diodes and resistors, which makes it unfeasible to implement a
voltage divider as the maximum range value of 3.6v would be so close to the 3.3v used, reducing the
circuit resolution. However, features like input capacitance, propagation delay, transition time, and input
current are relatively low, besides the 500mW chip and 100mW CMOS pair consumption [25]. Figure 18
illustrates the CD4007UB internal schematics.
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Figure 15: Failure Sentinels RO Core sub-circuit

Figure 16: Failure Sentinels Level Shifter block

Figure 17: CD4007UB functional diagram
Texas Instruments, 2003 [25]

Table 1: CMOS comparison

Series V_supply (V)
4000 [25] 3 to 18
74C [26] 3 to 15
74HC [27] 2 to 6
74HCT [28] 4.5 to 5.5
74LV [29] 1 to 3.6
74LVC [30] 1.2 to 3.6
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Figure 18: CD4007UB internal schematics
Texas Instruments, 2003 [25]

Those pieces of information indicate it is possible to implement the Failure Sentinels circuit through discrete
CMOS components. However, their higher supply voltage, compared to the original one, leads to a strict
oscillation measurement range caused by the Voltage Divider. This fact suggests not using that block, but
it would change the original project, which is not our goal. Therefore, other options with lower voltage
supply were considered, as shown in Table 1. Hence the lowest CMOS supply voltage found is 1v. It would
be feasible with a system supply voltage from 3.0v to 3.6v, as the oscillation voltage is given by Equation
1. However, even those CMOS have their protection circuits that consume energy, which indicates an
alternative approach was required.

Once using CMOS is not feasible, the natural idea was to use discrete NMOS and PMOS to operate as a
CMOS. After researching several datasheets, our conclusion was to use Texas Instruments CSD13385F5
[31] and CSD23285F5 [32] because they have no direct connection to their substrate, which is a rele-
vant feature to implement the NAND gate and is the primary restraint when choosing the devices to be
used.

Figure 19 presents the discrete circuit Prototype 1 schematics, whose main differences from the original
layout shown in Figure 10 are the NAND gate and the removal from the capacitance and resistances be-
tween components since discrete MOSFETs already have intrinsic resistance and capacitance values.
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Figure 19: Prototype 1 schematics
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4 Development

The discrete circuit simulation provided crucial results to the project’s development. For instance, the
discrete Level Shifter block generated a high transient for the whole RO circuit besides being unable to
generate the expected output signal. Figure 20 illustrates how the output shifterout does not follow the
input V0in , what would be the desired behavior.

Figure 20: Level Shifter unexpected output

Analyzing the Level Shifter operation isolated from the rest of the circuit, we noted this module could not
properly work due to the MOSFET Vgs value and the high signal transitions amount. We added a high
resistance in MOSFETs gates to increase the internal input capacitor discharge time, but it was unsuc-
cessful. Therefore, we conclude it is not possible to discretely implement this circuit similarly as it was
lithographically designed by Xingyuan et al. [33] and Halak et al. [34] since the commercial FETs are not
able to have such a low Vgs value nor a transition time short enough to shift these low voltages.

Hence the original topology is not feasible for discrete devices. We implemented two alternative layouts
to generate an output signal that is sufficiently similar to the original Level Shifter output. These ideas are
to use a single NMOS or CMOS model.

The idea of using a single NMOS model is to reduce the necessity of switching devices to improve output
signal quality. The topology shown in Figure 21 is widely used in communications as I2C and direct pin-
to-pin GPIO connection [35] [36]. Its operation principle consists of keeping the potential difference in
the NMOS gate at the lowest voltage level.

Figure 21: Level Shifter NMOS topology

If there is no signal from RO, the line voltage increases to the source voltage due to the pull-up resistor.
Therefore the MOSFET threshold voltage Vgsth is under the limit, so the device does not conduct. Thus, the
NMOS drain output has a pull-up resistor has a high voltage level. That way, both RO and output default
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levels are high. When MOSFET conduces in the received RO signals for the negative part from Vgsth setting
drain output as low, the output replicates the same variations in both high and low sides.

However, this topology has some features that must be considered as allowing bi-directional transmissions,
which means the high-level output could operate as an input, which is undesired in our application. Besides,
this layout is not usually deployed in low-voltage and high-frequency applications, so choosing and using
components would be challenging. Finally, this circuit was designed so that the pull-up resistor values are
defined for a single or very narrow reference value, decreasing the frequency range resolution.

The single CMOS topology shown in Figure 22 demands more supply voltage. NMOS connects the two
signals from RO, which control the output, defined as the difference between two RO core subsequent
stages.

Figure 22: Level Shifter CMOS topology

The CMOS-based topology presented a better resolution in comparison to the NMOS-based. However,
signal transitions are still problematic since they are related to Vgs and high-frequency values related to
the CMOS output resistance. As this topology presented the best performance so far, we defined it as the
Level Shifter circuit for our application.

Besides the Level Shifter, the Voltage Divider operation also differed from expected, as shown in Figure 23,
in the original and the NMOS-PMOS-based circuit tests, as the resulting voltage was higher than Equation
1 estimates. This occurs because the NMOS would theoretically have an impedance considerably lower
than PMOS’s, which was not observed in the simulations, increasing the switching noise jitter energy loss
and the output impedance. The high output impedance is a severe problem as the impedance seen by
the divider is similar to that seen by the other modules. In a way, these blocks interfere with the Voltage
Divider output voltage and consume unnecessary power.

Figure 23: Voltage Divider operation

Analyzing all discussed problems, we concluded the original circuit would benefit from a more robust
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treatment of the voltage level, but it would increase the energy consumption. Regarding the proposed
topologies, the results are unsatisfying, which demonstrates a better topology is yet required.

Besides, these topologies analysis highlighted three relevant features when developing the following topol-
ogy. First, achieving a satisfying response time trade-off is necessary, as capacitors and resistors interfere
with the oscillation frequency besides the response time itself. Second, it must not intensely treat signal,
as noise removal demands power. Third, its output must reflect the oscillation minimizing the switching
noise jitter losses as low as possible.

Furthermore, Prototype 1 data were crucial to understanding which NMOS and PMOS features are more
relevant when paired as CMOS in this application. For instance, RO CMOS must have strictly equal Vgs

since this value is also necessary for frequency analysis. Similarly, their Vth must also be strictly equal
and lower, maximizing the output frequency range.

Besides, the RO CMOS operation resistance RDSon , also known as MOSFET’s output resistance, must be
the closest as possible so the output current has a constant behavior to avoid changing its direction in
transitions, and consequently, loses power. Also, regarding transitions, Rise, Fall, Turn-on, and Turn-off
delay times must be extremely close to avoid short circuits in those moments, which could damage the
hardware from the MOSFETs to the MCU.

Finally, input CiSS , output CoSS and inverse transfer CrSS capacitances besides the MOSFET’s transconduc-
tance must also be considered, for its direct relation to the previously mentioned times. Actually, these
parameters are mathematically related, which can be demonstrated using the NMOS high-frequency model
presented in Figure 24 [23].

Figure 24: NMOS high-frequency model
Sedra et al. [23]

This model introduces the gate-source Cgs, gate-drain Cgd and drain-source Cdb capacitances. Since these
parameters are not present in datasheets, Equations 2, 3 and 4 presents their algebraic relations to CiSS ,
CoSS and CrSS [23].

CiSS = Cgs + Cgd (2)

CoSS = Cdb + Cgd (3)

CrSS = Cgd (4)

Finally, it is possible to conclude the algebraic relation between the mentioned internal capacitances, the
transconductance, and the transition frequency with Equation 5 [23]. In our application, it is interesting
to maximize the ft parameter.

ft =
gm

2π (Cgs + Cgd)
(5)

Besides, Figure 25 illustrates how transconductance gm can also be approximated as the relation described
in Equation 6 between the drain current Id, threshold voltage Vth and gate-source voltage Vgs [23].
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Figure 25: gm approximation
Sedra et al. [23]

gm =
Id

Vgs − Vth
(6)

After introducing these parameters, we can calculate their values in Prototype 1. Figure 4 shows gm is
11.3 S for Id 0.9 A in the CSD13385F5 NMOS datasheet [32].

Figure 26: CSD13385F5 gm
CSD13385F5 –12-V, N-Channel FemtoFET™ MOSFET [32]

Since the Vds value relative to an 11.3 S transconductance is different from the value indicated for the
capacitances in Figure 4, it is necessary to use the capacitance-voltage relation given in Figure 4.

From Figure 4, it is possible to estimate CiSS and CrSS as 550pF and 100pF, respectively, for a 1.2Vds.
Then, applying these values in Equation 5, the transition frequency is approximately 3.27MHz.

Repeating this procedure for CSD13385F5 PMOS, its datasheet, shown in Figure 4, which indicates an 8.9S
transconductance gm for a -1A drain current Id [31].

Once again, it is necessary to use the capacitance-voltage relation shown in Figure 4, where it is possible
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Figure 27: CSD13385F5 dynamic characteristics
CSD13385F5 –12-V, N-Channel FemtoFET™ MOSFET [32]

Figure 28: CSD23285F5 gm
CSD23285F5 –12-V, P-Channel FemtoFET™ MOSFET [31]

to estimate CiSS and CrSS as 500pF and 85pF, respectively, for a -1.2Vds. Then, applying these values in
Equation 5, the transition frequency is approximately 2.83MHz.

Thereby the theoretical limit for the CMOS transition frequency is approximately 2.83MHz, which is no-
ticeably higher than the 2.3MHz observed in the simulation. Considering the ft parameter indicates the
MOSFET’s maximum oscillation frequency, the observed values must be lower than that due to physi-
cal characteristics. One of those features is the MOSFET switching waste heat, which is related to the
frequency the device operates.

This waste heat is directly-dependant on the circuit’s duty cycle, the drain-source reverse current protec-
tion, and the low-pass filter created by the gate resistance alongside Cgs, contributing to signal attenuation.
Equation 7 [24] gives this low-pass filter cutoff frequency.

fc =
1

2πRGCgs
(7)

Using RG values from CSD13385F5 and CSD23285F5 datasheets with the estimate Cgs from Figures 4 and
4, Equation 7 indicates 18kHz and 23kHz cutoff frequencies, respectively.

The presented behavior demonstrates a huge dependency between the oscillation frequency and the gm,
CiSS , and Vgs values. Therefore, finding a MOSFET in which Vgs and Vth values as lowest as possible would
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Figure 29: CSD23285F5 dynamic characteristics
CSD23285F5 –12-V, P-Channel FemtoFET™ MOSFET [32]

operate in low-frequency and low-voltage. Besides, as Figure 4 illustrates, the capacitances are inversely
proportional to voltage, affecting the maximum transconductance setting.

From this better understanding of the MOSFETs parameters impact on this application, it is possible to
design Prototype 2. Since the lowest Vgs(th) value is desired, RE1C002UN [37] and RU1C002ZP [38] are
the first candidates to implement the new circuit layout. Using their datasheet parameters for 1.2Vds in
Equation 5, the transition frequency is 7.23MHz and 5.68MHz, respectively.

These results demonstrate that only the Vgs(th) value is insufficient to assure a high oscillation frequency
since the capacitances, which have a relation curve with Vds, also affect the transconductance. Besides,
RE1C002UN and RU1C002ZP have a high Rds, of approximately 1.2 Ω, which would be fantastic for the
RO block but is not interesting for the Voltage Divider.

Thereby the Prototype 2 MOSFET must have low Vgs(th) and Rds values, which is the SI2342DS case ??.
This NMOS has 0.075Ω for a 1.2Vds, representing 16 times less than the previous pair. That way, using
SI2342DS and RU1C002ZP as a CMOS pair would reduce the Voltage Divider block’s output impedance and
also reduce the NMOS resistor influence in the voltage divider. This is extremely required for it isolates the
load influence on the output voltage, improving the output signal quality and resulting in better-defined
levels on the oscillator’s supply. Figure 30 presents the Prototype 2 schematic, which is built with SI2342DS
and RU1C002ZP as a CMOS pair.
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Figure 30: Prototype 2 schematics
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5 Conclusions & future work

As explained in Section 3, we simulated 90nm 7-staged Failure Sentinels, Prototype 1 and Prototype 2
operation from 0.2v to 3.6v with 0.1v steps in LTspice to measure their RO frequency and power consump-
tion, as we want to understand the circuit manufacturing impact in those parameters. Figure 31 presents
each circuit RO frequency.

(a) 90nm 7-staged Failure Sentinels (b) Prototype 1

(c) Prototype 2

Figure 31: RO Frequency x Supply Voltage

Figure 31 confirms the lithographic design is far superior to the discrete one since the Subfigure 31a is
almost linear for a wide voltage range, which is very interesting when converting the oscillation frequency
into voltage measurement. The naive replacement of the lithographic CMOS for the NMOS-PMOS comple-
mentary pair did not present the desired behavior, as discussed in Section 4 and shown in Subfigure 31b.
Finally, Prototype 2 also presented an almost linear behavior for the target voltage range, as illustrated
by Subfigure 31c, but for a considerably smaller voltage range than 90nm 7-staged Failure Sentinels and
in substantially lower frequencies.

Similarly, Figure 32 presents the circuits’ power consumption. Subfigure 32a demonstrates how the litho-
graphic design is unarguably more efficient than the discrete approach. Furthermore, Subfigure 32c con-
firms Vgs(th) and Rds are relevant to the NMOS-PMOS complementary pair consumption since it is more
than ten times lower than the Prototype 1 naive approach presented by Subfigure 32b.

Based on the simulation results, presented in Figures 31 and 32, and the theory about MOSFETs, it can be
stated that the use of discrete circuits for the VCO model presented by the Failure Sentinels work is unlikely
to be fully implemented using the currently available discrete components in the market, especially for
lower voltage values.

This is due to the characteristic of commercial MOSFETs that operate with a voltage threshold Vgs(th) around
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(a) 90nm 7-staged Failure Sentinels (b) Prototype 1

(c) Prototype 2

Figure 32: Power consumption

0.3v to 0.6v for the transition point between the triode region and the active operating region (saturation),
while the minimum voltage between the drain and source Vds for these components is approximately twice
the Vgs(th), so their operating range would be between 0.6v and 1.2v.

With the CMOS power supply range limited to 1/3 of the EH generation, we find that the minimum voltage
for the operation of this device is between 1.8v and 3.6v. This means that even using the best com-
mercial MOSFETs, the smallest possible conversion value would be 1.8v, which is approximately half of
the proposed maximum resolution. This represents a considerably narrower range than the lithography
proposed, as confirmed by the experiment.

Nevertheless, this research allowed a further understanding and comprehension regarding commercial
MOSFET features that help in oscillator applications, which are not exclusively for EH purposes. For in-
stance, VCOs can also be used in frequency synthesis, modulation, PLL, and programable oscillators,
besides phase-control circuits.

This research identified promising paths for developing discrete VCOs in Energy Harvesting applications,
such as module revisions, utilizing low-power modules, comparison with low-power oscillator modules,
and real assembly.

Modifying specific modules, such as removing the voltage divider, allows for the use of higher values of
Vgs(th), resulting in selecting a more suitable operating point for the MOSFET. Furthermore, it enables
implementation with CMOS chips and logic circuits. On the other hand, utilizing low-power modules, such
as the IC TRANSLTR UNIDIRECTIONAL, can be a viable solution for the level shifter, reducing the overall
circuit power consumption.

It is essential to compare with low-power oscillator modules available in the market since it is possible
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some built-in devices would perform as expected from one of the Failure Sentinels blocks. Additionally,
it is essential to perform the actual circuit assembly, either through lithography, if possible, or by using a
discrete model. This step is crucial to validate the values obtained from the simulations since factors such
as thermal variations and parasitic losses are not accurately modeled in simulators. Besides, replicating
an Energy Harvesting profile in LTspice may not reproduce the real-life behavior.

23



 

 

 

 
References

[1] M. Hasam. State of iot 2022: Number of connected iot devices growing 18% to 14.4 billion globally.
[Online]. Available: https://iot-analytics.com/number-connected-iot-devices/

[2] P. Research. Iot battery market. [Online]. Available: https://www.precedenceresearch.com/
iot-battery-market

[3] A. Bakar and J. Hester, “Making sense of intermittent energy harvesting,” in Proceedings of the 6th
International Workshop on Energy Harvesting & Energy-Neutral Sensing Systems. Shenzhen China:
ACM, Nov. 2018, pp. 32–37. [Online]. Available: https://dl.acm.org/doi/10.1145/3279755.3279762

[4] N. Tran, M. H. Ghayesh, and M. Arjomandi, “Ambient vibration energy harvesters: A review on
nonlinear techniques for performance enhancement,” International Journal of Engineering Science,
vol. 127, pp. 162–185, Jun. 2018. [Online]. Available: https://www.sciencedirect.com/science/
article/pii/S0020722517327830

[5] M. Magno, L. Spadaro, J. Singh, and L. Benini, “Kinetic energy harvesting: Toward autonomous
wearable sensing for Internet of Things,” in 2016 International Symposium on Power Electronics,
Electrical Drives, Automation and Motion (SPEEDAM). Capri, Italy: IEEE, Jun. 2016, pp. 248–254.
[Online]. Available: http://ieeexplore.ieee.org/document/7525995/

[6] B. Lucia, V. Balaji, A. Colin, K. Maeng, and E. Ruppel, “Intermittent Computing: Challenges and
Opportunities,” p. 14 pages, 2017, artwork Size: 14 pages Medium: application/pdf Publisher:
Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik GmbH, Wadern/Saarbruecken, Germany.
[Online]. Available: http://drops.dagstuhl.de/opus/volltexte/2017/7131/

[7] A. Devices. What is energy harvesting? [Online]. Available: https://www.maximintegrated.com/en/
glossary/definitions.mvp/term/Energy%20Harvesting/gpk/1144

[8] H. Williams, M. Moukarzel, and M. Hicks, “Failure Sentinels: Ubiquitous Just-in-time Intermittent
Computation via Low-cost Hardware Support for Voltage Monitoring,” in 2021 ACM/IEEE 48th
Annual International Symposium on Computer Architecture (ISCA), Jun. 2021, pp. 665–678, iSSN:
2575-713X. [Online]. Available: https://doi.org/10.1109/ISCA52012.2021.00058

[9] J. Adkins, B. Ghena, N. Jackson, P. Pannuto, S. Rohrer, B. Campbell, and P. Dutta, “The signpost
platform for city-scale sensing,” in 2018 17th ACM/IEEE International Conference on Information
Processing in Sensor Networks (IPSN), 2018, pp. 188–199.

[10] M. Afanasov, N. A. Bhatti, D. Campagna, G. Caslini, F. M. Centonze, K. Dolui, A. Maioli, E. Barone,
M. H. Alizai, J. H. Siddiqui, and L. Mottola, “Battery-less zero-maintenance embedded sensing at
the mithræum of circus maximus,” in Proceedings of the 18th Conference on Embedded Networked
Sensor Systems, ser. SenSys ’20. Association for Computing Machinery, pp. 368–381. [Online].
Available: https://doi.org/10.1145/3384419.3430722

[11] G. Barrenetxea, F. Ingelrest, G. Schaefer, and M. Vetterli, “The hitchhiker’s guide to successful
wireless sensor network deployments,” in Proceedings of the 6th ACM Conference on Embedded
Network Sensor Systems, ser. SenSys ’08. New York, NY, USA: Association for Computing
Machinery, 2008, p. 43–56. [Online]. Available: https://doi.org/10.1145/1460412.1460418

[12] N. Ikeda, R. Shigeta, J. Shiomi, and Y. Kawahara, “Soil-monitoring sensor powered by temperature
difference between air and shallow underground soil,” Proc. ACM Interact. Mob. Wearable Ubiquitous
Technol., vol. 4, no. 1, mar 2020. [Online]. Available: https://doi.org/10.1145/3380995

[13] A. Rodriguez, D. Balsamo, Z. Luo, S. P. Beeby, G. V. Merrett, and A. S. Weddell, “Intermittently-
powered energy harvesting step counter for fitness tracking,” in 2017 IEEE Sensors Applications
Symposium (SAS), 2017, pp. 1–6.

[14] Q. Chen, Y. Liu, G. Liu, Q. Yang, X. Shi, H. Gao, L. Su, and Q. Li, “Harvest energy from the water: A
self-sustained wireless water quality sensing system,” ACM Trans. Embed. Comput. Syst., vol. 17,
no. 1, sep 2017. [Online]. Available: https://doi.org/10.1145/3047646

[15] B. Ransford, J. Sorber, and K. Fu, “Mementos: System Support for Long-Running Computation on
RFID-Scale Devices,” p. 12, Mar. 2011.

[16] H. Jayakumar, A. Raha, J. R. Stevens, and V. Raghunathan, “Energy-Aware Memory Mapping for
Hybrid FRAM-SRAM MCUs in Intermittently-Powered IoT Devices,” ACM Trans. Embed. Comput. Syst.,
vol. 16, no. 3, pp. 1–23, Aug. 2017. [Online]. Available: https://dl.acm.org/doi/10.1145/2983628

24

https://iot-analytics.com/number-connected-iot-devices/
https://www.precedenceresearch.com/iot-battery-market
https://www.precedenceresearch.com/iot-battery-market
https://dl.acm.org/doi/10.1145/3279755.3279762
https://www.sciencedirect.com/science/article/pii/S0020722517327830
https://www.sciencedirect.com/science/article/pii/S0020722517327830
http://ieeexplore.ieee.org/document/7525995/
http://drops.dagstuhl.de/opus/volltexte/2017/7131/
https://www.maximintegrated.com/en/glossary/definitions.mvp/term/Energy%20Harvesting/gpk/1144
https://www.maximintegrated.com/en/glossary/definitions.mvp/term/Energy%20Harvesting/gpk/1144
https://doi.org/10.1109/ISCA52012.2021.00058
https://doi.org/10.1145/3384419.3430722
https://doi.org/10.1145/1460412.1460418
https://doi.org/10.1145/3380995
https://doi.org/10.1145/3047646
https://dl.acm.org/doi/10.1145/2983628


 

 

 

 
[17] E. Ruppel, M. Surbatovich, H. Desai, K. Maeng, and B. Lucia, “An Architectural Charge Management

Interface for Energy-Harvesting Systems,” in 2022 55th IEEE/ACM International Symposium on
Microarchitecture (MICRO). Chicago, IL, USA: IEEE, Oct. 2022, pp. 318–335. [Online]. Available:
https://ieeexplore.ieee.org/document/9923863/

[18] D. Balsamo, A. S. Weddell, G. V. Merrett, B. M. Al-Hashimi, D. Brunelli, and L. Benini, “Hibernus:
Sustaining Computation During Intermittent Supply for Energy-Harvesting Systems,” IEEE Embedded
Systems Letters, vol. 7, no. 1, pp. 15–18, Mar. 2015, conference Name: IEEE Embedded Systems
Letters.

[19] D. Balsamo, A. S. Weddell, A. Das, A. R. Arreola, D. Brunelli, B. M. Al-Hashimi, G. V. Merrett, and
L. Benini, “Hibernus++: A Self-Calibrating and Adaptive System for Transiently-Powered Embedded
Devices,” IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems, vol. 35,
no. 12, pp. 1968–1980, 2016, conference Name: IEEE Transactions on Computer-Aided Design of
Integrated Circuits and Systems.

[20] A. Devices. (1999) Ltspice. [Online]. Available: https://www.analog.com/en/design-center/
design-tools-and-calculators/ltspice-simulator.html

[21] H. Williams. (2023) Failures sentinels artifact. [Online]. Available: https://github.com/
FoRTE-Research/FailureSentinels-Artifact

[22] D. P. Kroese, T. J. Brereton, T. Taimre, and Z. I. Botev, “Why the monte carlo method is so important
today,” Wiley Interdisciplinary Reviews: Computational Statistics, vol. 6, 2014.

[23] A. S. Sedra and K. C. Smith, Microelectronic Circuits, 7th ed. Oxford University Press, 2015.

[24] R. Albuquerque, Análise de circuitos em corrente alternada. Editora Érica - Sob Demanda, 2009.
[Online]. Available: https://books.google.com.br/books?id=nbR5GQAACAAJ

[25] CMOS Dual Complementary Pair Plus Inverter, Texas Instruments, September 2003.

[26] Quad 2-Input NAND Gate | Quad 2-Input NOR Gate | Hex Inverter, Fairchild, October 1987, revised
January 1999.

[27] SNx4HC00 Quadruple 2-Input NAND Gates, Texas Instruments, December 1982, revised August
2021.

[28] SNx4HCT00 Quadruple 2-Input Positive-NAND Gates, Texas Instruments, November 1988, revised
October 2022.

[29] Quad 2-input NAND Gate, Philips Semiconductors, April 1998.

[30] Quad 2-input NAND Gate, Philips Semiconductors, August 1997.

[31] CSD23285F5 –12-V, P-Channel FemtoFET™ MOSFET, Texas Instruments, August 2016, revised
February 2022.

[32] CSD13385F5 –12-V, N-Channel FemtoFET™ MOSFET, Texas Instruments, October 2016, revised
February 2022.

[33] T. Xingyuan, C. Jianming, Z. Zhangming, and Y. Yang, “A high performance 90 nm cmos sar adc with
hybrid architecture,” Journal of Semiconductors, vol. 31, p. 015002, 01 2010.

[34] B. Halak, V. Tenentes, and D. Rossi, “The impact of bti aging on the reliability of level shifters in
nano-scale cmos technology,” Microelectronics Reliability, vol. 67, 11 2016.

[35] ±15kV ESD-Protected, High-Drive Current, Dual-/Quad-/Octal-Level Translators with Speed-Up Cir-
cuitry, Maxim Integrated, September 2017, rev 3.

[36] A. Devices. (2019) How to level shift 1-wire systems. [Online]. Available: https://www.analog.com/
en/design-notes/how-to-level-shift-1wire-systems.html

[37] Nch 20V 200mA Small Signal MOSFET, Rohm, June 2016, rev.001.

[38] Pch -20V -200mA Small Signal MOSFET, Rohm, July 2016, rev.001.

25

https://ieeexplore.ieee.org/document/9923863/
https://www.analog.com/en/design-center/design-tools-and-calculators/ltspice-simulator.html
https://www.analog.com/en/design-center/design-tools-and-calculators/ltspice-simulator.html
https://github.com/FoRTE-Research/FailureSentinels-Artifact
https://github.com/FoRTE-Research/FailureSentinels-Artifact
https://books.google.com.br/books?id=nbR5GQAACAAJ
https://www.analog.com/en/design-notes/how-to-level-shift-1wire-systems.html
https://www.analog.com/en/design-notes/how-to-level-shift-1wire-systems.html

	Introduction
	Literature Review
	Methodology
	Original Layout
	Discrete Layout

	Development
	Conclusions & future work

